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1 2D IMAGES
A 2D digital image is an electronic representation of an anlogue image.

The reasons why it is necesary to digitise images are:

· Good conservation.

· Improved access.

· Added value and increased usabillity.

· Faithful copying.

· Rapid retrieval

The digitisation process begins with the identification of a physical object to be digitised (a rock, a photograph, a glass slide, a book, a banner, etc), and could be seen to end when that object has been through all the processes necessary to obtain the digital version and is back where it started in the archive or collection it came from. In fact, the process doesn't really end there, as all the long-term issues of access, storage, preservation, migration, refreshing, etc begin. 

There are several kinds of digitising equipment available suitable for different kinds of originals and different quality requirements. The main options for digitising are:

· Flatbed scanners 

· Slide scanners 

· Kodak Photo CD 

· Drum scanners 

· Digital cameras 

These are described in the following sections. Their use depends upon the 'digitisation chain' being used in any particular case, three types of chain being shown below.

Case 1
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The factors which influence in digital images quality are:

· Matching sources with technology.

· Equipment.

· File formats.

· Monitor or printer

It is essential to establish the objectives for which materials might be used before digitisation.

Important factors in the digitisation process:

· Resolution: number of individual data collections taken vertically and horizontally.

· Dynamic range: range of tonal difference between light and dark segments of the image.

· Bit-depth: number of bits used to represent each pixel.

Images can be supplied in a number of formats, the most common of which are: 
· Tagged-Image File Format (TIFF) - standard format used to exchange files between applications and computer platforms, and for print purposes. TIFF files support LZW compression. 
· Joint Photographic Experts Group (JPEG) - format commonly used to display photographs and images over the WWW and other online services. 
Digitising Microfilm 

While the digital file is a brilliant access medium, its long-term lifespan remains an issue of debate. Microfilming and then scanning the film addresses both the preservation and access issues. 
Scanning from film is a cheaper and less technical approach then scanning directly from the original. However, as microfilm is usually available in black and white, scanned film will not have the colour and tonal range of the original material. For this reason, this approach is particularly suitable for material such as newspapers, record books and other text-based materials where there may also be a preservation angle to consider. 
Our microfilm is currently scanned outhouse by commercial providers. In the very near future, we hope to start offering full-text searching of digitised microfilm. 
2 OPTICAL CHARACTER RECOGNITION: 


Specialized software that recognizes characters and produces processable text from scanned images.

Optical character recognition refers to the branch of computer science involves reading text from paper and translating the images into a form that the computer can manipulate (for example, into ASCII codes). An OCR system enables you to take a book or a magazine article, feed it directly into an electronic computer file, and then edit the file using a word processor. 

All OCR systems include an optical scanner for reading text, and sophisticated software for analyzing images. Most OCR systems use a combination of hardware (specializedcircuit boards) and software to recognize characters, although some inexpensive systems do it entirely through software. Advanced OCR systems can read text in large variety of fonts, but they still have difficulty with handwritten text. 

The potential of OCR systems is enormous because they enable users to harness the power of computers to acces printed documents. OCR is already being used widely in the legal profession, where searches that once required hours or days can now be accomplished in a few seconds. 

A typical OCR system contains three logical components: 

· Image scanner

· OCR software/hardware

· Output interface

OCR software/hardware

The software/hardware system that recognizes characters from a registered image can be divided into three operational steps: document analysis, character recognition, and contextual processing. 

Document Analysis

Text is extracted from the document image is a process known as document analysis. Reliable character segmentation and recognition depend upon both original document quality and registered image quality. Processes that attempt to compensate for poor quality originals and/or poor quality scanning include image enhancement, underline removal, and noise removal. Image enhancement methods emphasize character versus non-character discrimination. Underline removal erases printed guidelines and other lines which may touch characters and interfere with character recognition and noise removal erases portions of the image that are not part of the characters. 

Prior to character recognition it is necessary to isolate individual characters from the text image. Many OCR systems use connected components for this process. For those connected components that represent multiple or partial characters, more sophisticated algorithms are used. In low quality or non-uniform text images these sophisticated algorithms may not correctly extract characters and thus, recognition errors may occur. Recognition of unconstrained handwritten text can be very difficult because characters cannot be reliably isolated especially when the text is cursive handwriting. 

Character Recognition

Two essential components in a character recognition algorithm are the feature extractor and the classifier. Feature analysis determines the descriptors, or feature set, used to describe all characters. Given a character image, the feature extractor derives the features that the character possesses. The derived features are then used as input to the character classifier. 

Template matching, or matrix matching, is one of the most common classification methods. In template matching, individual image pixels are used as features. Classification is performed by comparing an input character image with a set of templates (or prototypes) from each character class. Each comparison results in a similarity measure between the input character and the template. One measure increases the amount of similarity when a pixel in the observed character is identical to the same pixel in the template image. If the pixels differ the measure of similarity may be decreased. After all templates have been compared with the observed character image, the character's identity is assigned as the identity of the most similar template. 

Template matching is a trainable process because template characters may be changed. 

Structural classification methods utilize structural features and decision rules to classify characters. Structural features may be defined in terms of character strokes, character holes, or other character attributes such as concavities. For instance, the letter P may be described as a vertical stroke with a hole attached on the upper right side. For a character image input, the structural features are extracted and a rule-based system is applied to classify the character. Structural methods are also trainable but construction of a good feature set and a good rule-base can be time-consuming. 

Many character recognizers are based on mathematical formalisms that minimize a measure of misclassification. These recognizers may use pixel-based features or structural features. Some examples are discriminant function classifiers, Bayesian classifiers, artificial neural networks (ANNs), and template matchers. Discriminant function classifiers use hypersurfaces to separate the featural description of characters from different semantic classes and in the process reduce the mean-squared error. Bayesian methods seek to minimize the loss function associated with misclassification through the use of probability theory. ANNs, which are closer to theories of human perception, employ mathematical minimization techniques. Both discriminant functions and ANNs are used in commercial OCR systems. 

Contextual Processing

Contextual information can be used in recognition. The number of word choices for a given field can be limited by knowing the content of another field, e.g., in recognizing the street name in an address, by correctly recognizing the ZIP Code, the street name choices can be limited to a lexicon. Alternatively, the result of recognition can be post-processed to correct the recognition errors. One method used to postprocess character recognition results is to apply a spelling checker to verify word spelling. Similarly, other postprocessing methods use lexicons to verify word results or recognition results may be verified interactively with the user. Additional methods to correct or prevent errors using contextual knowledge are state-of-the-art and should appear in commercial systems shortly. 

Output interface

The output interface allows character recognition results to be electronically transferred into the domain that uses the results. For example, many commercial systems allow recognition results to be placed directly into spread sheets, databases, and word processors. Other commercial systems use recognition results directly in further automated processing and when the processing is complete, the recognition results are discarded. In any event, the output interface, while simple, is vital to the commercial success of OCR systems because it communicates results to the world outside of the OCR system. 

2.1 Factors Affecting OCR Accuracy

An accuracy rate exceeding 98% is often cited as necessary for document conversion (OCR) to be more efficient than rekeying. The accuracy rate is determined by the number of edits required (insertions, deletions, substitutions) expressed as a percentage of the number of characters in the image. High accuracy rates have proven perennially difficult to achieve for certain types of library material including catalogue cards, multi-language texts, and historical items with faded type or unusual fonts. Accuracy can be affected by a number of factors: 

Hardware and software variables such as: scanner quality; recognition method and algorithm; number and sophistication of font and word glossaries. 

Scan resolution: The number of dots per inch can affect the clarity of the image and accuracy of OCR. Recent tests found that reducing from 300 dpi to 200 dpi increased the OCR error rate for a complex document by 75%; on the other hand, increasing from 300 to 400 dpi had negligible impact on OCR accuracy. 

Generation of original: Second generation scans, such as from photocopies or microforms, will reflect quality factors that affected the first-generation copy as well as the second-generation copy. These factors may include resolution, condition, accuracy, completeness and legibility. 

Binding of original: Inadequate gutter margins will distort text on a typical flatbed scanner. Book cradle-scanners ensure better image capture while preserving bindings. 

Paper quality/typeface clarity: 

Broken characters resulting from pale type, and filled or touching characters stemming from excess ink or paper degradation, may not be recognized. 

Stains or marks on the paper will be captured on the bitmapped image, and OCR may try to interpret these as characters. For example, specks may be mistaken for accents. 

Inadequate contrast between text and background, such as with shaded or coloured backgrounds. 

Typographical and formatting complexities: 

Variations in typeface (e.g., bold, italics) or font size may be lost or introduced, or result in “misunderstood” characters. 

Unusual fonts or characters, such as mathematical symbols and sub- and superscripts, may not be recognized by the software’s repertoire of fonts. 

Handwriting is unrecognizable by standard OCR software. 

Cross-column headings, tables, indented text, footnotes, headers, text wrapped around images, and margin notes can all present problems to the presentation of the resulting text unless the scanned image has been zoned (i.e., text blocks and order delineated manually) before OCR occurs. 

Linguistic complexities: 

Misapplication of lexicons or mixing character sets, e.g., when more than one language dictionary is loaded. 

The character sets of certain languages might not be supported. 

3 Video 

In the video domain it is desirable to have full-screen, full motion video straight form the video source, but this would require a data-stream with a bandwidth of 27Mbps, which is significantly higher than most PCs can handle.

Stages in video digitisation:

1. Select the footage to be digitised.

The first step in the editing process is to convert the footage into digital form and record them into the computer. 

2. Select a video compression rate.

When video is converted from analog to digital form, it is compressed. Compression allows the computer to reduce the amount of information that is stored in digital form.

By varying the image quality (resolution, colour versus black and white), frame rate, audio quality, and size of the video window (half or full screen), a given amount of

footage will take more or less storage space. A high resolution, colour, full screen image stored at 30 frames per second requires maximum storage capacity. The same material stored as a low-resolution, black and white, partial-screen image at a slower frame rate

requires less storage capacity.

3. Digitise shot by shot.

The software or the digitizer allows for the in and out points of each of the clip to be digitised to be marked.

4. Trim each digitised clip to its actual in and out point.

To facilitate the editing process, each clip is digitized with extra frames at the beginning and at the end. The best fit of each clip is obtained by trimming the extra frames.

5. Use the timeline to arrange the shots in the proper sequence.

The computer’s mouse is used to “drag” and “drop” the shots into the timeline at the appropriate place, and the shots can be easily moved elsewhere if the sequence need

to be changed. This is one of the most powerful advantages of the non-linear editing systems. The order of shots can be changed without reediting the entire piece.

6. Add transitions between shots.

There are quite a few special effect transitions to choose

from, but these effects are used sparingly in instructional

programs.

7. Add graphics.

Titles of the program and other graphics can be created electronically within the editing program and incorporated into the project.

8. Add music and sound effects.

The sound attached to the picture is assembled into the timeline as the pictures are edited. Most programs allow the addition of several tracks of audio, and will use four

or more tracks (voice, natural sound, stereo music, sound

effects, and so on).

9. Allow the system time to render the special effects and transition.

Rendering is a process in which the computer creates special effects and transitions frame by frame. Some systems are capable of replaying the edited sequence

with its special effects and transitions in real time; others need time (sometimes a significant amount of time) to render each effect and transition. Depending on the

complexity of the effects and transitions involved, the process may take hours to complete.

10. View the edited project in real time to judge its effectiveness and acceptability.

Although the complete program can be viewed from the timeline, its final or true version is obtained only after rendering is done.

There are three basic problems with digital video 

· size of video window 

· frame rate 

· quality of image 

It is not difficult to deal with these three problems and, although we will now take a look at these issues one at a time, they are by no means independent of one another. All of these issues can be tackled using compression techniques.

Size of video window

Digital video stores a lot of information about each pixel in each image or frame. It takes time to display those pixels on your computer screen. If the window size is small, then the time taken to draw the pixels is less. If the window size is large, there may not be enough time to display the image or single frame before it's time to start the next one. Remember, we need to draw 25 frames per second. 

There are several ways to solve this problem: 

· Choose an appropriate window size. It is often not necessary to have full screen video; small window sizes may be perfectly adequate for your needs, especially as with multimedia applications, there are other objects that need to be on screen at the same time. Viewing video on computer screens is not the same as watching video on television. Users will be close to the screen; in some cases a window size of 160 x 120 for a screen set to a 640 x 480 display is adequate (Hamilton et al., 1995). 

· The reduction of the window size to anything less than the size or resolution of the original video source (in the case of the European video standard, PAL, this is 576 horizontal lines) will involve some sort of compression. This is because the same information is being represented but in less space. Reducing the window size may not always, therefore, produce desirable results and will depend upon the content of the video. 

· Fast hard discs are now available enabling each frame to be read from the disc faster 

· Use hardware accelerated playback. The graphic display cards now being supplied with PCs, more often than not,include facilities for Windows acceleration and video playback. 

Frame Rates

The issues here are similar to those above - too many pixels and not enough time. There is not enough time to move the data from hard disc or CD to screen. One way to overcome this is to compress the data so that less data is transferred from disc to screen. 

Depending on the size of video window chosen, you may also be able to reduce file size by reducing the number of frames per second to, for example, 12 frames per second. At smaller window sizes eg 160 x 120 pixels, video played at reduced frame rates is, in the majority of cases, acceptable. At larger window sizes, the video can sometimes appear jerky. 

Image Quality

The image quality will depend on the quality of the original source and the degree of compression used. 

During compression you will probably be asked to select a quality setting. This will be represented by an arbitrary scale of, 0-100%, 1-5, etc. A lower setting will result in greater compression and smaller file sizes but the quality of the resulting video sequence will be reduced. 
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